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**Abstract**

**Background and Aims:** Accurate prediction of glucose levels in patients with type 1 diabetes mellitus (T1DM) is critical both for their glycemic control and for the development of closed-loop systems.

**Methods:** In this study, we utilized real-life, retrospective, continuous glucose monitoring data from 141 T1DM patients (9,083 connection days, 1,592,506 glucose measurements) and in silico data generated by the UVA/Padova T1DM simulator to evaluate different computational methods for glucose prediction. We evaluated the performance of the models using both measures of numerical accuracy, measured by the root mean square error, and clinical accuracy, measured by the percentage of time in each of the Clarke error grid (CEG) zones, and compared the predictions done by autoregressive (AR) models, tree-based methods, artificial neural networks, and a novel model that we devised and optimized for this task.

**Results:** Our novel model, constructed on real-life data, achieved clinical accuracy of 99.3% and 95.8% in predicting the glucose level 30 and 60 min ahead, respectively, and reduced the percentage of glucose predictions in zones C–E of the CEG by 60.6% and 38.4% in these prediction horizons, compared with a standard AR model. The model was superior to all other models across all age groups and achieved higher clinical accuracy in subgroups of patients with high glucose variability and greater time spent in hypoglycemia. Compared with real-life data, when evaluated on in silico data, the model had a higher clinical and numerical accuracy.

**Conclusions:** A model that optimizes for CEG zones may significantly improve clinical accuracy and clinical outcomes of treatment decisions in T1DM patients. Results obtained from simulated data may overestimate the performance of models on real-life data.

**Keywords:** Glucose prediction, Artificial neural network, Type 1 diabetes, Clinical accuracy, Continuous glucose monitoring.

**Introduction**

**Type 1 diabetes mellitus (T1DM)** is one of the most common chronic diseases in children and adolescents. In the past decade, there has been an alarming increase in the incidence of T1DM worldwide, which is more prominent in younger children.1,2 Management of T1DM is a challenge for both patients and caregivers. Although intensive insulin therapy can prevent microvascular complications and cardiovascular morbidity,3 it is associated with higher risk of hypoglycemia, weight gain, and an increased burden of self-management.4

Despite substantial progress in diabetes technologies over the past decades, recent studies demonstrate that effective clinical management of T1DM is still lacking, particularly in children and adolescents, with many patients not meeting their glycemic goals.5–7 The development of continuous glucose monitoring (CGM) devices, which measure glucose
in the interstitial fluid continuously,\textsuperscript{8} was an important milestone in diabetes monitoring technology and enabled development of new treatment strategies such as closed-loop systems, also termed artificial pancreas (AP). Despite rapid development in this field, only the hybrid closed-loop system, which relies on manual administration of prandial boluses, has been approved for clinical use to date.\textsuperscript{9} AP systems consist of three components: a CGM device, an infusion pump, and a dosing algorithm.\textsuperscript{10} Personalized predictions of glucose levels are an essential part of AP technologies as they are crucial for dosing algorithms. Prediction of glucose levels is a challenging task due to high intra- and interpatient variability and the influence of many factors such as food consumption, insulin dosage, physical activity, and emotional status.\textsuperscript{11}

Control algorithms for AP systems published to date can be divided into physiology-based models, data-based models, and hybridization of the two. The data-driven approach uses the individual’s retrospective data and does not take into consideration the underlying physiological mechanism or prior medical knowledge. While many models published to date mostly use linear predictors of glucose levels,\textsuperscript{12} including model predictive control, proportional–integral–derivative control, and fuzzy logic control, which rely mostly on medical logic,\textsuperscript{13} in recent years, an increasing number of data-driven models have been published. Some of the models were constructed and evaluated using in silico data, defined as data generated by a computer simulation,\textsuperscript{14,15} and were not evaluated using real-life data.

Motivated by recent developments in the ability of machine learning algorithms to use massive amounts of data in different medical prediction tasks, we evaluated the ability of different data-driven computational models to accurately predict glucose levels using both numerical and clinical performance measures. We compared linear, nonlinear tree-based, and artificial neural network (ANN) models as such nonlinear models have become state-of-the-art models in many fields of machine learning.\textsuperscript{16,17} In this study, we devised a novel ANN model optimized for clinical accuracy, aiming at improving the clinical outcomes of treatment decisions based on the results of the model.\textsuperscript{18}

### Methods

#### Data acquisition

The database used for training and evaluation of computational models included retrospective CGM and insulin pump data of patients with T1DM who visited the National Center for Childhood Diabetes at the Schneider Children’s Medical Center of Israel (SCMCI) between December 2015 and December 2018. The inclusion criteria were a diagnosis of T1DM and using a CGM device and an insulin pump simultaneously. Patients with insufficient data were excluded from the analysis. Table 1 depicts the clinical characteristics of the 141 patients included in the study. The average of CGM connection days was 64.4 ± 46.6 per patient, summing up to a total of 9083 CGM connection days and 1,592,506 glucose measurements that were included in the analysis.

The study protocol was approved by the SCMCI institutional review board. Informed consent was waived by the institutional review board as all identifying details of the patients were removed before the computational analysis.

As input for the computational models, we used 4 h of historical CGM and insulin dosage data. Since some of the CGM devices report a glucose value every 15 min, we used linear interpolation to fill the missing glucose values. Of note, the output metrics did not include interpolated data. Insulin dosage included both the bolus rate (which was considered as 0 if none) and the basal rate from the insulin pump records. We did not predict the time window of 1-h post insulin bolus administration since a bolus administration by the patient is unpredictable and is a very influential hidden feature that will greatly affect our ability to predict correctly. In addition, to model how much insulin is needed per meal, a future prediction of the expected glucose level without such a bolus is required.

#### In silico data

In addition to the real-life data acquired, we also trained and tested the computational models on data generated by the distributed version of the UVA/Padova T1DM simulator, which include in silico data of 30 simulated T1DM patients (10 adults, 10 adolescents, and 10 children).\textsuperscript{15} This simulator was accepted in 2008 by the U.S. Food and Drug Administration (FDA) as a substitute for preclinical trials for insulin treatments, including closed-loop algorithms for AP systems. Each virtual subject in the simulator is represented with subject-specific model parameters. For each virtual subject, we generated 30 days of data for training, 7 days for validation, and 7 days for testing. For children, three meals and two snacks were included for each day, while adults had three meals and a single snack. Total carbohydrate consumption per day was calculated according to dietary reference intake recommendations.\textsuperscript{19} The input for the models was 4 h of historical CGM data and insulin dosing, comparable with real-life data.

#### Machine learning models

We evaluated the following machine learning models:

- Autoregressive (AR) model.\textsuperscript{20} We used the sklearn .linear_model.LinearRegression with default fit function to learn the next 5 min glucose value. For prediction tasks, we call it recursively 6/12 times, using the output each time.
- Tree ensemble using the random forest regressor (RF) implementation of Scikit-Learn\textsuperscript{21}
- Gradient boosting decision tree using LightGBM\textsuperscript{22}
- Fully connected neural networks using Keras\textsuperscript{23}
- A novel neural network architecture that we constructed, which we term the gradually connected neural network (GCN)

For each model, we tried multiple hyperparameters. All the models were tested using 10-fold cross-validation, holding out 10% of the patients each time as a validation set.

**Gradually connected network**

GCN is a novel neural network architecture that we developed, comprising gradually connected layers (GCLs) with fully connected layers on top rather than using only fully connected layers as commonly used in ANNs (Fig. 1 and Supplementary Fig. S1). The GCL is similar to a fully
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Table 1. Baseline Characteristics of the Study Population

<table>
<thead>
<tr>
<th></th>
<th>141</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>141</td>
</tr>
<tr>
<td>Gender: F/M</td>
<td>66/75</td>
</tr>
<tr>
<td>Weight (kg), average ± SD (25, 50, and 75 percentiles)</td>
<td>49.9 ± 14.6 (35, 51, 65.2)</td>
</tr>
<tr>
<td>Age (years), average ± SD (25, 50, and 75 percentiles)</td>
<td>13.5 ± 5.2 (10, 14, 17)</td>
</tr>
<tr>
<td>Duration of diabetes (years), average ± SD (25, 50, and 75 percentiles)</td>
<td>5.2 ± 4.1 (2, 4, 7)</td>
</tr>
<tr>
<td>Hemoglobin A1C (%) ± SD</td>
<td>7.8 ± 1.0</td>
</tr>
<tr>
<td>Celiac disease present (no/yes)</td>
<td>128 (91%)/13 (9%)</td>
</tr>
<tr>
<td>Thyroid disorder present (no thyroid disorder/Hashimoto’s thyroiditis/Graves’ disease)</td>
<td>126 (89%)/12 (8%)/4 (3%)</td>
</tr>
</tbody>
</table>

Table 2 presents the mean and standard deviation of each of these measurements using the best model of each method. We compared the percentage of glucose predictions in CHZs using each of the models compared with the baseline model (expanded results are presented in Supplementary Table S1).

We next investigated the fully connected neural network model (FC) with 2 hidden layers and width 50, which did not improve the numerical accuracy, compared with RF and LightGBM, but did improve clinical accuracy, leading us to try additional computational methods that might be better suited for optimization of clinical accuracy.

The GCN1–3 models are ensembles of several GCN models that were trained using different zone weights and standard loss functions. The first model (GCN1) is an ensemble of two GCN models, both using only MSE as the loss function (all zone weights are 1). This model significantly improved the RMSE result compared with FC and achieved the lowest RMSE for the 30-min PH and a very similar RMSE result to the LightGBM for the 60-min PH. The second model (GCN2) is aimed at optimizing both numerical and clinical accuracy and is an ensemble of 24 models with 6 unique zone weights, some of which focus on zones C–E of the CEG, while others are more balanced and also give a higher weight to zones A–B. This model resulted in an improvement of both clinical and numerical accuracy compared with the AR model.

The third model (GCN3) is optimized mostly for decreasing the prediction in the CHZ of the CEG; is an
FIG. 1. Illustration of a gradually connected neural network optimized by the Clarke error grid analysis, taking as input CGM data of one patient from the cohort and predicting his/her future glucose levels. (A) Four hours of historical CGM and insulin dosage data are taken from the patient CGM device and insulin pump data as input for the model. The dashed line represents a desired glucose range of 70 to 180 mg/dL. (B) GCN models with four GCLs receiving the data as input. The models are optimized using the CEG loss function in which a weight is deterministically chosen for each zone. The layer is described as the layer name, GCL1–4, and the number of neurons in the layer. (C) The output of the models, glucose predictions for the 60-min prediction horizon, are presented for both AR and GCN models. The red arrow indicates the point of prediction generated by the GCN model using the 4-h historical window presented in (A) as input. (D) Predictions generated by AR and GCN models are presented on the Clarke error grid. The red arrow indicates the point of prediction generated by the GCN model using 4 h of historical data presented in (A) as input. AR, autoregressive; CEG, Clarke error grid; CGM, continuous glucose monitoring; GCL, gradually connected layer; GCN, gradually connected neural network.
Table 2. Performance of Computational Models for 30- and 60-Min Glucose Prediction Horizons

<table>
<thead>
<tr>
<th>PH (min)</th>
<th>Models</th>
<th>RMSE</th>
<th>C–E (%)</th>
<th>Relative changea, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>AR</td>
<td>23.16 (3.80)</td>
<td>1.87 (1.26)</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>GCN3</td>
<td>24.27 (3.73)</td>
<td>0.74 (0.56)</td>
<td><strong>−60.64</strong></td>
</tr>
<tr>
<td></td>
<td>GCN2</td>
<td>22.82 (3.81)</td>
<td>1.20 (0.83)</td>
<td><strong>−35.64</strong></td>
</tr>
<tr>
<td></td>
<td>GCN1</td>
<td>22.06 (3.87)</td>
<td>2.61 (1.75)</td>
<td><strong>39.29</strong></td>
</tr>
<tr>
<td></td>
<td>FC</td>
<td>22.85 (3.73)</td>
<td>2.00 (1.32)</td>
<td>6.72</td>
</tr>
<tr>
<td></td>
<td>LightGBM</td>
<td>22.26 (3.60)</td>
<td>2.97 (1.92)</td>
<td>58.48</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>22.75 (3.72)</td>
<td>2.95 (1.98)</td>
<td>57.55</td>
</tr>
<tr>
<td>60</td>
<td>AR</td>
<td>39.94 (7.24)</td>
<td>6.78 (5.14)</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>GCN3</td>
<td>42.87 (8.12)</td>
<td><strong>4.18 (4.26)</strong></td>
<td><strong>−38.38</strong></td>
</tr>
<tr>
<td></td>
<td>GCN2</td>
<td>39.69 (7.83)</td>
<td>5.46 (4.58)</td>
<td>−19.51</td>
</tr>
<tr>
<td></td>
<td>GCN1</td>
<td>37.50 (6.94)</td>
<td>7.28 (5.55)</td>
<td>7.26</td>
</tr>
<tr>
<td></td>
<td>FC</td>
<td>39.16 (6.91)</td>
<td>6.66 (5.06)</td>
<td>−1.80</td>
</tr>
<tr>
<td></td>
<td>LightGBM</td>
<td>37.34 (6.53)</td>
<td>7.64 (5.81)</td>
<td>12.68</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>38.97 (7.04)</td>
<td>7.86 (5.82)</td>
<td>15.83</td>
</tr>
</tbody>
</table>

Highlighted in bold are the lowest RMSE and C–E (%) results and the highest Relative change % results achieved by the different computational methods in both glucose PH.

*aRelative change was calculated by dividing the percentage of prediction in zones C–E on the CEG (C–E (%)) of the model with the percentage of prediction in these zones when using a baseline AR model.

**Preprocessing: AR, autoregression; CEG, Clarke error grid; FC, fully connected neural network model; GCN, genetically connected network; GCN1–3 are ensembles of several GCN models that were trained using different zone weights and standard loss functions; LightGBM, gradient boosting decision tree; PH, prediction horizon; RF, random forest regressor; RMSE, root mean square error.

Comparison of our model, GCN3, and the AR model

To further investigate the performance of our model, GCN3, we analyzed several performance measures for the 60-min glucose PH on different subgroups of patients. These analyses are presented in Figure 2 (expanded results are presented in Supplementary Tables S2 and S3). An overall analysis showed that our model significantly decreased the percentage of predictions in the CHZ of the CEG (P<0.011). Examining the individual level, the decrease was apparent in majority of the cohort (123 of 141, 87%; [Fig. 2A]). Notably, the percentage of predictions in these zones was not significantly different between different age groups (P=0.45 in GCN3 and P=0.58 for the AR model) (Fig. 2B).

To examine if our model performs differently on patients with a different degree of glycemic control, we used data on HbA1c and created three subgroups consisting of patients with good glycemic control (defined by HbA1C<7%), moderate glycemic control (7%<HbA1C<8%), and poor glycemic control (HbA1C>8%) (Fig. 2C). The clinical accuracy of our novel model, GCN3, was not affected by the HbA1C level (P=0.69), while the clinical accuracy of the AR model significantly decreased for patients with a lower HbA1C level, reflected by an increase in percentage of predictions in the CHZs of the CEG (P=0.006) (Fig. 2C).

Next, we investigated subgroups of patients with different percentages of time spent in hypoglycemia, defined as a glucose level less than 70 mg/dL. We divided our cohort into three groups, in which the percentage of time spent in hypoglycemia is <3%, between 3% and 7%, and above 7%. In both models, there was a higher average percentage of predictions in the CHZ of the CEG when the percentage of time spent in hypoglycemia increased. However, in the high hypoglycemic risk group of patients, our model significantly decreased the average percentage of predictions in the CHZ of the CEG compared with the AR model, by 66.4% for the 30-min PH (2.91% using AR vs. 0.98% using GCN3) and by 46% for the 60-min PH (10.95% using AR vs. 5.91% using GCN3) (P<0.012), thus demonstrating higher clinical accuracy for our method in this high-risk population. Of note, both models had a small decrease (0.7) in the average RMSE in patients who spent a large percentage of time in hypoglycemia (above 7%) (Fig. 2E, G, and Supplementary Table S2).

To study the effect of glucose variability on the performance of our model, we calculated the coefficient of variation (CV) from the CGM measurements of each patient. This value measures glucose variability corrected for the mean glucose value per patient. Next, we divided our cohort into three subgroups according to their CV: below 37%, 37%–45%, and above 45%. As expected, the average percentage of predictions in the CHZ of the CEG and average RMSE monotonically increased with an increase in the CV using both models, reflecting the challenge of glucose prediction in patients with high glucose variability. Of note, even in the group of patients with the highest CV (larger than 45%), our method decreased the average percentage of predictions in the CHZ of the CEG by 66.6% for the 30-min PH (2.82% using AR vs. 0.94% using GCN3) and by 40.9% for the 60-min PH (11.63% using AR vs. 6.87% using GCN3) (P<0.001), reinforcing the significantly better clinical accuracy of our method in patients with high glucose variability (Fig. 2D, F).

Analysis of models using the type 1 diabetes simulator

Similar to the analysis done on real-life data, we next trained the computational models for two glucose PHs, 30 and 60 min, using different hyperparameters, on data generated by the UVA/Padova type 1 diabetes simulator (see the Methods section). We tested our results on 7 generated days for each patient and calculated the RMSE and percentage of time in the CHZ of the CEG for each method per patient. To compare results on simulated data versus real-life data, we trained all the computational models on our real-life dataset of 141 T1DM patients, reserving the last 4 days of each patient for testing (Gradually Connected Layer section in Supplementary Data).

For both PHs, all computational models had a much better performance of clinical and numerical accuracy, as reflected by both a lower RMSE and percentage of time in CHZ of the CEG when trained and tested on simulated data. For example, when trained and tested on real-life data, the highest percentage of prediction in zone A of the CEG for PH 60 was 66.8% for real-life data and 82.3% for the simulated data (Supplementary Tables S1, S4 and S5).
Discussion

In this study, we developed a novel computational model using only real-time glucose measurements and insulin dosage, which significantly improves glucose predictions at 30 and 60 min ahead compared with the commonly used AR model. Our model, optimized for clinical accuracy, reduces prediction errors that are considered hazardous and may lead to inappropriate clinical decisions. We trained and tested the models using a real-life dataset of 141 heterogeneous T1DM patients with over 1,592,506 glucose measurements, making it the largest dataset studied to date for this task. Our model is based on glucose measurements and insulin dosage, which are available for many T1DM patients and can therefore run on devices such as smartphones for everyday use and be easily and efficiently implemented in clinical practice. Most
importantly, since the ability to accurately predict the glucose level along a given PH is an important feature of any AP system, implementation of our method can replace existing glucose prediction algorithms to maximize clinical accuracy.

The computational methods that we analyzed included AR models, tree-based methods, and ANNs. ANNs have certain properties that are ideal for approximating glucose levels, including an unknown nonlinear function with multidimensional inputs that vary over time and contain a certain amount of noise. In the last decade, several other studies have tried to harness the power of ANNs for predicting glucose levels in T1DM subjects. These studies used relatively small datasets. In addition, while several performance metrics exist, the most frequently used metric for glucose prediction models in T1DM patients is RMSE, and most models to date were not optimized or evaluated by measures of clinical utility.

In this study, we employed a large dataset of T1DM patients with variable clinical characteristics, enabling us to construct robust neural networks that generalize well to unseen data. Our novel model, GCN, has several advantages over existing methods: it can be optimized by different measures of clinical and numerical accuracy; it is fast and simple to deploy, converging faster, and less prone to overfitting compared with other networks with the same size and number of parameters that we tested it gives more expressive power to recent data, which is more relevant to the predictive task; and it can be extended to use both time-related and static features. Our model optimized for clinical accuracy, GCN3, was superior to the more conventional computational models, as reflected by a decrease in the percentage of predictions in the CHZ of the CEG.

While one concern in using our approach is that putting the emphasis on clinical accuracy will potentially lead to a lower numerical accuracy, our analysis of the performance measures of different computational methods demonstrated that there is no clear trade-off between achieving a higher percentage of predictions in the CHZ of the CEG and maximizing the RMSE, leading us to use an ensemble of methods with different optimization for both measures (Table 2). We therefore created three GCN models, with different optimization algorithms for clinical and numerical accuracy. Our GCN3 model, optimized for maximal clinical accuracy using zones of the CEG in the loss function, achieved clinical accuracy of 99.3% and 95.8% in predicting the glucose level 30 and 60 min ahead, respectively, and reduced the percentage of glucose predictions in CHZs of the CEG by 60.6% and 38.4% in these PHs compared with the commonly used AR model. Importantly, the clinical accuracy of our models was pronounced in specific clinical settings, in which the current models perform poorly, such as patients at high risk for hypoglycemia or those with increased glucose variability.

Our analysis also demonstrated the necessity of using real-life data for construction and evaluation of computational models for glucose prediction. By comparing the performance of our model on real-life data with in silico data, we revealed that achieving high clinical and numerical accuracy is much more challenging when real-life data are used. It is plausible that the simulators are limited in their ability to capture the complexity of glucose fluctuation in T1DM and that their database does not contain unexpected events that typically appear in real-life data. However, as on real-life data, our prediction model on in silico data performed better than all other methods.

The strengths of our study are the large dataset, which allowed us to use advanced neural networks that cannot be constructed using small datasets; the clinical heterogeneity of our cohort; and the use of real-world data. However, our model has several limitations. It is plausible that incorporation of more clinical inputs affecting glucose homeostasis, such as meal content and physical activity, would have resulted in enhanced predictive abilities. Our model is based on retrospective CGM and insulin pump data. As such, we lack information that may add to the accuracy of the model. Using data from CGM devices for prediction models is challenging as they suffer from the existence of a time lag between changes in blood glucose and interstitial fluid. We believe that measuring blood glucose directly, whether invasive or not, will improve the prediction of the model. Finally, our model was validated using 10-fold cross-validation and was not validated on an additional external database. Further prospective studies are needed to evaluate the clinical utility of the model.

In conclusion, we present a novel ANN model for prediction of glucose levels in T1DM patients. Our model, optimized for clinical accuracy, was able to predict glucose levels better than the currently used algorithms. Accurate prediction of glucose levels is likely to improve treatment decisions and pave the way for improved outcomes in T1DM patients.
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